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ABSTRACT: This paper examines the mathematical analysis of the survival/ death decision using  tumor necrosis 
factor, epidermal growth factor and insulin for Forkhead transcriptional factors (FKHR). The model was made using 
linear and non-linear methods. Regression analysis, KS test, AD test, chi square test, ANOVA, pdf includes the linear 
analysis while MLP and RBF methods using neural network constitute non- linear modeling.  Regression analysis in 
which regression coefficient, adjusted regression coefficient, PRESS, regression coefficient cross validation, Durban 
Watson statistics were analyzed. We have also used different types of regression analysis to get different parameters. We 
have plotted the probability density function (pdf) of different functions for FKHR which is coming OK. We have also 
plotted the survival function and hazard function for different distribution functions. 
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INTRODUCTION 
 
Communication between the cell death / survival using different proteins was examined [1, 2, 3]. Tumor necrosis factor- 
α (TNF-α) was used as cell death protein [4, 5] while Epidermal growth factor (EGF ) [6, 7, 8, 9 ] and insulin [10, 11, 12, 
13] was used as cell survival protein. There are variations in the magnitude responses with cell type but pathways will 
remain the same [14, 15, 16].  
   Binding of Sh2 and ErbB leads to PI3K which is through EGF and insulin receptors [8, 9]. PI3K further leads to 
phosphorylates phosphatidylinositol (4, 5) biphosphate (PtdIns (4, 5)P2) and RAS. PtdIns(3,4,5)P3 is a key protein to 
activate AkT. AkT leads to cell survival by activating Bad, NF-kB , CREB and leads to cell death by deactivating 
FKHR, GSK-3B. Table 1 shows the truth table for cell death/ survival for AkT/ FKHR pathway. AkT also activates 
mTOR. Figure 1 shows the  communication pathways induced by combination of EGF and insulin leading to cell 
survival/ death.  
 

1. EGF / PI3K / AkT → FKHR (Cell death) 
2. Insulin / PI3K / AkT → FKHR (Cell death) 

 
In this work our purpose is to determine whether the mathematical modeling using linear model and non- linear model 
can be used as important aspects of biological systems. Specifically we examine the TNF-α, EGF and insulin for cell 
survival/ death response of HT-29 human colon carcinoma cells based on measurements of 10 levels for FKHR.  There 
are different types of linear modeling which we have used in this paper like : r2, SER, PRESS, calculation of different 
parameters using different types of regression analysis, KS test, chi square test, AD test, ANOVA. Later, we are using 
different distribution functions (normal, weibull, logistic, lognormal base e, lognormal base 10, exponential) and plotted 
the probability function, survival function and hazard function. For non- linear approach we have used neural network in 
which different models based on MLP and RBF were used. 
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Fig 1 : Pathways of EGF/ Insulin for FKHR using AkT 
 
SYSTEM IMPLEMENTATION USING LINEAR MODELING    
 
Linear modeling was done by three methods: using regression analysis, different tests (KS, chi square, AD) on different 
functions and different plots (survival, hazard, probability) using different distribution functions. 
 
Regression Analysis  
 
We have designed a model using regression analysis for cell survival/ death. Different parameters are calculated with the 
different concentrations of the TNF, EGF and Insulin [2]. 
   For r2 , r2

pred, r2 
adj  :. The best equation for regression coefficient (r2), adjusted regression coefficient (r2

adj) and 
predicted regression coefficient(r2

pred) was used. Equation 1 gives the r2 equation. 
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where yi and fi are the observed and predicted values respectively while ݕത and  ݂̅ are the means of corresponding values. 
In our case values are   :  S = 0.005784, r2 = 92.6%, r2 (adj) = 92.3%, r2 (pred) = 92.03%. 
We clubbed all the concentrations of TNF, EGF and Insulin and only normalized output (FKHR) was taken and we get 
the regression equation as: 
   Final Output = 0.557 + 0.000172a - 0.0000547b- 0.000083c + 0.000010d- 0.000033e - 0.000125f -0.000031g-
0.000173h+0.0000647i -0.000160j where a, b, c….. are the different concentrations of the three inputs. 
   We have also calculated  : Mean sq error (MSE) , Root mean sq error (RMSE), Mean abs error (MAE), Relative sq 
error (RSE) , Root relative sq error (RRSE) and  Relative abs error (RAE) for FKHR using different regression analysis 
like PLS, Linear, SVM, kNN, random forest, regression tree which was given in Table 1. 
PRESS : The prediction sum of squares value should be small so as to get better model. In our case the PRESS value is 
coming out to be 0.010413. 
The regression coefficient cross validation (q2

cv), : For a perfect model q2
cv should be close to one but it should be less 

than r2 . For calculation of the q2
cv we use equation 2: 
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Table  1 : Various analysis parameters using diff regression methods for FKHR 
 

 MSE RMSE MAE RSE RRSE RAE 
PLS Regression 0.0000 0.0059 0.0047 0.0798 0.2825 0.2488 

Linear Regression 0.0000 0.0059 0.0047 0.0798 0.2825 0.2488 
SVM Regression 0.0005 0.0218 0.0209 1.0869 1.0426 1.1062 

K nearest neighbors regression 0.0000 0.0069 0.0057 0.1102 0.3320 0.2999 
Mean 0.0004 0.0210 0.0190 1.0100 1.0050 1.0046 

Random Forest regression 0.0000 0.0064 0.0050 0.0951 0.3084 0.2668 
Regression Tree 0.0000 0.0060 0.0048 0.0826 0.2874 0.2530 

 

2

2

2

( )
1 1

( )cv

i i
i

i
i

PRESS
TOTAL

y f
q

y y



  






                        (2) 
 

In our case the q2
cv value is coming out to be 0.20318. 

Durbin Watson Statistics:  d is approximately equal to 2(1 − r), where r is the sample autocorrelation of the residuals. 
If d > 2 indicated negatively correlation, d = 2 indicates no autocorrelation, d < 2 indicates positive serial correlation and 
if d < 1 causes alarm. The value of d always lies between 0 and 4.  The Durbin-Watson statistic for FKHR is 1.98.  
 ANOVA : The analysis of the variance was shown in Table 2, which shows the sum of squares and mean squares of the 
regression and residual error. 

 
Table 2 : Analysis of Variance for all combinations 

 
Source 

 
dF Sum of sq Mean of sq F 

Regression 10 0.121014 0.012101 361.71 
Residual Error 289 0.009669 0.000033  

Total 299 0.130683   
 
Standard Error Coefficients (SER) :  SER is used to measure precision. The smaller the value the more precise is the 
estimate. To get the t-value SER is divided by coefficient values. Table 3, shows the regression analysis in terms of SER, t-
value, p-value and VIF.  

 
Table 3:  Regression analysis in terms of standard error coefficients, t-value, p value and 

 
Predictor Coef SER t-Value p- Value VIF 

Constant 0.55687      0.03119       17.85     0.000  

0-0-0 0.00017162   0.00008008       2.14     0.033       69.0 

5-0-0 0.00005418   0.00005264       1.03     0.304        5.5 

100-0-0 -0.00008349   0.00002848      -2.93     0.004      131.5 

0-100-0 0.00000983   0.00004522       0.22     0.828        6.8 

5-1-0 0.00003322   0.00006344       0.52     0.601       25.1 

100-100-0 -0.00012455   0.00004550      -2.74     0.007       29.2 

0-0-500 -0.00003052   0.00005163      -0.59     0.555        7.1 

0.2-0-1 -0.00017282   0.00005713      -3.03     0.003      143.3 

5-0-5 0.00006400   0.00005365       1.19     0.234       98.5 

100-0-500 -0.00016003   0.00004820      -3.32     0.001      118.9 
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Model using K-S test, Anderson darling test and chi-square test 
 
There are different test performed on different distribution functions : Kolmogorov–Smirnov test, Anderson darling test 
and chi- square test.  
   The Kolmogorov–Smirnov (K-S/ KS) test is an equality test. One sample/one dimensional  K-S test is used to compare 
a sample with a prob function while two sample/ 2-D test is used to compare two samples. 
   The Anderson Darling (AD) test/ Shapiro Wilk test is a statistical test and  is based on the distance 
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A chi-squared test, also referred to as 
2  test (or chi-square test), is any statistical hypothesis test which is used to 

determine whether there is a significant difference between the observed frequencies and the expected frequencies in one 
or more categories.  Table  4 shows the KS, AD and chi square value of different functions. 

 
Table 4: KS, AD and chi-square values of different distribution function 

 

 

K-S d K-S AD Stat AD p-value Chi-
square 

Chi-square  
 p-value 

Chi-
square  

 df 
 

Gaussian 
Mixture(Mixing.Coef.1,Mean 
1, Std.Dev 1, Mixing 
Coef.2,...) 0.026799 0.978501 0.1503 0.998562 6.067 0.108415 3 
Weibull (scale,shape) 0.183078 0.000000 18.5049 0.000000 193.533 0.000000 7 
Triangular(min,max,mode) 0.210974 0.000000 25.5090 0.000000 232.733 0.000000 6 
Normal (location,scale) 0.231571 0.000000 22.6154 0.000000 266.733 0.000000 7 
Log Normal (scale,shape) 0.236718 0.000000 23.2578 0.000000 279.467 0.000000 7 
Rayleigh (scale) 0.568500 0.000000 117.2716 0.000000 1424.267 0.000000 8 
Half Normal (scale) 0.640743 0.000000 144.1607 0.000000 1907.267 0.000000 8 
General Pareto (scale,shape) 0.867025 0.000000 532.6983 0.000000 1555.267 0.000000 7 
 
Distribution Functions 
 
There are different distribution functions like Normal, Weibull, Lognormal base e, Lognormal base 10, Exponential, and 
Logistic.   
A normal distribution is expressed as 
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where µ is the mean or expectation (median and mode) of the distance; σ is standard deviation. If µ = 0 and σ = 1 the 
distance is called standard/unit normal distance. The probabilty density function (pdf), probability function, survival 
function and hazard function of normal distribution is shown in fig 2. We have calculated the Anderson darling 
adjustment values shown in Table 5. 
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Fig 2 : pdf, probability, survival function and hazard function for Normal distribution 

 
A Weibull distribution function : The probability density function of a Weibull function is  expressed as   
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where k > 0 is the  shape parameter and λ > 0 is the scale parameter of the distribution. If k = 2 and λ = √2 λ, than 
weibull function equals to Rayleigh distribution. The probabilty density function (pdf), probability function, survival 
function and hazard function of weibull distribution is shown in fig 3. We have calculated the Anderson darling 
adjustment values shown in Table 5. 
   An exponential distribution function :  In Equation 5 if k = 1 than weibull distribution equals to exponential 
distribution. The probability density function of an exponential distribution  is  expressed as  
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If λ > 0 is than the distribution, is called the rate parameter. The probabilty density function (pdf), probability function, 
survival function and hazard function of exponential distribution is shown in fig 4. We have calculated the Anderson 
darling adjustment values shown in Table 5. 
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Fig 3: pdf, probability, survival function and hazard function for Weibull distribution 
 

 
 

Fig 4 : pdf, probability, survival function and hazard function for exponential distribution 
 
A lognormal distribution function :  If the random variable X is log normally distributed then Y = log (X) is normal 
distribution function. Similarly if Y is a normal distribution than X = exp (Y) has a log normal distribution. The log 
normal function only takes real values. The probabilty density function (pdf), probability function, survival function and 
hazard function of log normal base e distribution and log normal base 10 distribution is shown in fig 5 and fig 6 
respectively. We have calculated the Anderson darling adjustment values shown in Table 5. 
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Fig  5: pdf, probability, survival function and hazard function for lognormal base e distribution 
 

 
 

Fig 6 : pdf, probability, survival function and hazard function for lognormal base 10 distribution 
 
A logistic distribution function/ sech- square distribution:  The  pdf of the logistic distribution is given by: 
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The probabilty density function (pdf), probability function, survival function and hazard function of logistic distribution 
is shown in fig 7. We have calculated the Anderson darling adjustment values shown in Table 5. 
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Fig 7: pdf, probability, survival function and hazard function for logistic distribution 
 

Table 5 : The Anderson darling Adjustment values for different distributions 
 

Predictor Normal Weibull Exponential Lognormal 
base 10 

Lognormal 
base e 

Logistic 

0-0-0 33.02                 30.76                 78.4                  28.19                 28.19                 30.50                 

5-0-0 6.14                 8.60                  119.1                  5.38                  5.38                  6.06                  

100-0-0 27.41                 42.47                 34.9                  44.06                 44.06                 24.67                 

0-100-0 7.04                 9.71                  118.2                  6.10                  6.10                  6.84                  

5-1-0 32.78                 31.39                 103.5                  30.83                 30.83                 30.65                 

100-100-0 10.03                 8.90                  97.8                  11.48                 11.48                 9.48                  

0-0-500 2.81                 3.90                  117.0                  2.69                  2.69                  3.20                  

0.2-0-1 30.31                 45.62                 37.4                  45.89                 45.89                 27.28                 

5-0-5 16.78                 16.29    67.3          16.21                 16.21        15.52                 

100-0-500 35.37                 41.49 55.4 43.02                 43.02 31.99                 

 
All the above are parametric hazard functions. Fig 8 shows the non-parametric hazard function and Kaplan Meier 
Survival function. 
 
SYSTEM IMPLEMENTATION USING NON-LINEAR MODELING 
  
A neural network (ANN) model was developed for the AkT which predicts whether cell will survive or die. For training 
the ANN model [17, 18] experimental data from ten different concentrations of each marker proteins was taken as input, 
and their corresponding possible experimental output. We have implemented the Neural Network model using 
STATISTICA data miner software.  
   The training perfection, test perfection and validation perfection using MLP and RBF methods of 10 possible 
combinations for FKHR using automated neural search (ANS) and custom neural network (CNS) is shown in table 6 and 
table 7 respectively. 
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Fig 8 : The non-parametric Hazard function and Kaplan Meier Survival function 
 

Table 6 : The output of FKHR for different concentration using ANS 
 

S. 
No 

Network Name Training 
perfection     

Test 
perfection 

 

Validation 
perfection 

 

Training 
algorithm 

Hidden 
activation 

Output 
activation 

1 MLP 10-12-1 0.965069 0.959301 0.961561 BFGS 24 Tanh Exponential 
2 MLP 10-11-1 0.964972 0.960349 0.960810 BFGS 23 Tanh Exponential 
3 MLP 10-6-1 0.965628 0.962689 0.960205 BFGS 14 Exponential Logistic 
4 MLP 10-7-1 0.964834 0.960672 0.960744 BFGS 18 Exponential Identity 
5 MLP 10-10-1 0.962378 0.954068 0.960308 BFGS 13 Identity Exponential 
6 RBF 10-21-1 0.759254 0.718573 0.823115 RBFT Gaussian Identity 

 
Table 7: The output of FKHR for different concentration using CNS 

 
S. 
No 

Network Name Training 
perfection     

(%) 

Test perfection 
(%) 

Validation 
perfection 

(%) 

Training 
algorithm 

Hidden 
activation 

Output 
activation 

1 MLP 10-8-1 0.964950 0.960788 0.957878 BFGS 16 Tanh Identity 
 

CONCLUSION   
 
In this paper we have used the mathematical modeling by linear and non-linear methods to make a best linear model 
using ten concentrations combination of TNF, EGF and Insulin for FKHR. In this we have find  all the results for r2, r2

adj, 
PRESS, q2

cv, Durbin Watson statistics, SER, VIF and t- values for our 10 data sets which comes out to be correct. Later 
we have used different distribution functions to find the pdf. We have plotted the probability function, survival function 
and hazard function using different distributions for FKHR. We have also performed different tests like KS, AD and chi 
square on different distribution function. For non- linear modeling we have used neural network method using MLP and 
RBF. Results with RBF techniques are the best in comparison with RBF. 
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